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Preface

This volume contains the papers from the Sixth International Conference on Cognitive
Systems and Information Processing (ICCSIP 2021), which was held in Suzhou, China,
during November 20–21, 2021. ICCSIP is a prestigious biennial conference with past
events held in Beijing (2012, 2014, 2016, 2018) and Zhuhai (2020). Over the past few
years, ICCSIP has matured into a well-established series of international conferences on
cognitive information processing and relatedfields. Similar to the previous event, ICCSIP
2021 provided an academic forum for the participants to share their new research findings
and discuss emerging areas of research. It also established a stimulating environment
for the participants to exchange ideas on the future trends and opportunities of cognitive
information processing research.

Currently, cognitive systems and information processing are applied in an increasing
number of research domains such as cognitive sciences and technology, visual cognition
and computation, big data and intelligent information processing, bioinformatics, and
applications. We believe that cognitive systems and information processing will cer-
tainly exhibit greater-than-ever advances in the near future. With the aim of promoting
research and technical innovation in relevant fields, domestically and internationally, the
fundamental objective of ICCSIP is defined as providing a premier forum for researchers
and practitioners from academia, industry, and government to share their ideas, research
results, and experiences.

ICCSIP 2021 received 105 submissions, all of which were written in English. After
a thorough reviewing process, 41 papers were selected for presentation as full papers,
resulting in an approximate acceptance rate of 39%.The accepted papers not only address
challenging issues in various aspects of cognitive systems and information processing
but also showcase contributions from related disciplines that illuminate the state of the
art. In addition to the contributed papers, the ICCSIP 2021 technical program included
four plenary speeches by Bo Zhang, Shiqing Chen, Yaonan Wang, and Lining Sun and
six invited speeches by well-known scholars and entrepreneurs. We would also like to
thank the members of the Advisory Committee for their guidance, the members of the
International Program Committee and additional reviewers for reviewing the papers,
and members of the Publications Committee for checking the accepted papers in a short
period of time.

Last but not the least, we would like to thank all the speakers, authors, and reviewers
as well as the participants for their great contributions that made ICCSIP 2021 successful
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and all the hardworkworthwhile.We also thankSpringer for their trust and for publishing
the proceedings of ICCSIP 2021.

November 2021 Fuchun Sun
Dewen Hu
Lei Yang

Stefan Wermter
Huaping Liu

Bin Fang
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WeaveNet: End-to-End Audiovisual Sentiment
Analysis

Yinfeng Yu1(B), Zhenhong Jia1, Fei Shi1, Meiling Zhu2, Wenjun Wang3,
and Xiuhong Li1

1 College of Information Science and Engineering, Xinjiang University, Urumqi, China
yuyinfeng@xju.edu.cn

2 No. 59 Middle School of Urumqi, Urumqi, China
3 Shanxi Datong University, Datong, China

Abstract. The way of analyzing sentiment by the proposed model in this paper is
strikingly similar to the mechanism by which one person perceives another’s sen-
timent. In this paper, We proposed a novel neural architecture named WeaveNet
to “listen” and “watch” a person’s sentiment. The main strength of our model
comes from capturing both intra-interactions of one modal and inter-interactions
of different modals stage by stage. Intra-interactions were modeled by convo-
lution operations in the first few stages for each modality respectively and by
bidirectional LSTM in the final stage for both audio clips and video clips. Inter-
interactions were recognized at each stage applying various fusion effectively.
At the same time, our model concentrated on the delicate design of the neural
network rather than handcrafted features. The inputs of the network in our model
were raw audios and natural images. In addition, audio clips and frames of a video
were aligned by keyframe rather than by time in time order. We performed exten-
sive comparisons on three publicly available datasets for both sentiment analysis
and emotion recognition. WeaveNet outperformed state-of-the-art results in three
publicly available datasets.

Keywords: Audiovisual · End-to-end · Sentiment analysis

1 Introduction

Sentiment analysis is one of themost active research areas in natural language processing
and video processing. It is the computational study of individuals’ emotions, sentiments,
and so on [33]. With the rapid development of social networks, individuals can widely
express their opinions. These opinions provide precious resources for sentiment analysis,
which assists the development of automatic sentiment analysis [23]. The early methods
were based on just only one modal extracting features by external tools [2,12,27]. Then
the models transforming one modal to another were developed. For example, text-based
sentiment analysis continued advanced by utilizing automatic speech recognition tech-
nology to convert speech into texts. With the development of automatic speech recog-
nition, bimodal-based methods were introduced to sentiment analysis tasks [5,21,28].

Supported by Xinjiang Natural Science Foundation under Grant 2020D01C026 and Grant
2015211C288.

c© Springer Nature Singapore Pte Ltd. 2022
F. Sun et al. (Eds.): ICCSIP 2021, CCIS 1515, pp. 3–16, 2022.
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Recently, with the rapid development of communication technology, large amounts of
data were uploaded by web users in the form of audios or videos, rather than just only
texts. A large number of videos were readily available, which considerably promoted the
research in the field of multimodal sentiment analysis and emotion recognition. Mul-
timodal sentiment analysis has achieved advancement in performance and become an
emerging research field of artificial intelligence [3,8,11,14,15,18,19,29,31].

At the same time, there are still some challenges that need to be overcome.
The first challenge is how to capture the inter-interactions of different modals effec-

tively. Sometimes, there exists a contradiction among three modals in multimodal senti-
ment analysis. For example, “Cry with joy”. In the above scene, the sentiment analysis
result of textual is neutral, which was contradicted with that of both visual(negative)
and acoustic(positive). Some researchers have observed that bimodal sub-tensors are
more informative when used without other sub-tensors during their second set of abla-
tion experiments in Tensor Fusion Network [30]. Whether it is the best choice to join
audio, visual and textual together or not in multimodal emotion recognition and senti-
ment analysis is still a question.

The second challenge is how to capture the intra-interactions of one modal effec-
tively. The intra-interactions of one modal vary from person to person. The way of
expressiveness of affection varies widely from person to person. The amount of senti-
ment information in a specific modal varies widely from scene to scene. For example,
some people express their affections more vocally, some more visually and others rely
heavily on logic express little emotion [20].

Much of research work in multimodal sentiment analysis was based on handcrafted
features extracted from raw videos, raw audios, and texts. The affection representation
of these models was learned from the handcrafted features. Whether it is reasonable or
not is still a question. To overcome the above challenges, lots of research has been done.
These research achievements are mainly divided into the following three categories.
The first category of models has relied densely on handcrafted features. The input of
the neural network in these models [4,9,13,17,22] is handcrafted features extracted by
external tools. The second category of models has relied lightly on handcrafted features,
which is called end-to-end. The input of the neural network in these models is raw data.
Meanwhile, there is a layer for extricating handcrafted features at the following layer
of the neural network in these models [24,26,34]. The third category of models named
end-to-end audiovisual model has never relied on any handcrafted features. They rely
heavily on the design of models with very deep neural networks, using raw data as
their input. They are different from the first category models since they accept raw
audios and videos as the input of the model. They are also different from the second
category models since it never uses any handcrafted features from the input layer to
the output layer through the whole network. The representation completely got through
neural networks without any handcrafted features. The proposed model in this paper
was endeavored to overcome some of the above challenges via well designing a third
category model. The model was performed to capture intra-interactions by a highlight
in several multistage fusion. The model aimed to capture inter-interactions by fusing
and summarizing in several multistage fusion. The inputs of the proposed model were
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raw audios and videos. The model never used any handcrafted features from the input
layer to the output layer through the whole network.

The main contributions of this paper are as follows:

– We proposed a novel model named WeaveNet for audiovisual sentiment analysis.
Our model was designed to capture both intra-interactions and inter-interactions
stage by stage through the whole audio clips and video clips. Intra-interactions were
modeled by convolution operations in the first few steps and by bidirectional LSTM
in the final stage. Inter-interactions were identified at each stage using multistage
fusion.

– Our model was concentrated on the delicate design of the neural network rather
than handcrafted features. The inputs of the network in our model were raw audios
and natural images. Furthermore, audio clips and frames of a video were aligned by
keyframe rather than by time in time order.

– WeaveNet achieved state-of-the-art results for audiovisual sentiment analysis in
three publicly available datasets.

The rest of the paper is organized as follows. In the following section, we will review
related work. In Sect. 3, we will exhibit more details of our methodology. In Sect. 4,
experiments and results are presented, and the conclusion follows in Sect. 5.

2 Related Work

2.1 Multistage Fusion

Multistage fusion is a divide-and-conquer approach which distributes the fusion bur-
den at several stages, letting any stage to perform in a more specialized and effective
way [10].

2.2 Fusion Strategies

With the development of multimodal sentiment analysis, the fusion strategies have
increased in quantity. There are concatenation fusion, add fusion, dot multiply fusion,
and so on. Here za denotes the representation tensor of audios. zv denotes the represen-
tation tensor of images. zf denotes the fusion tensor.

Concatenation Fusion. The paper [7] provided a fusion formula for the representation
of an utterance generated by concatenating all three multimodal features. The formula
used in our model is as follows: zf = tanh((W f [za; zv]) + bf ).

Add Fusion. Add fusion should make sure the dimension is identical between za and
zv, zf = tanh((W f (za + zv)) + bf ).

Dot Multiply Fusion. Dot Multiply fusion should make sure the dimension is the same
between za and zv, zf = tanh((W f (za � zv)) + bf ), Where � indicates dot multiple
by element-wise. W f denotes the weight parameters. bf denotes the parameters of bias.
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3 Proposed Approach

In this section, we first describe the overall architecture of our proposed model in
Sect. 3.1. Section 3.2 provides formulation and alignment. Then we give the detailed
formulas of every module in Sect. 3.3.

V
Visual Encoder

A
  Audio Encoder

Raw audio Raw images

F0
   Audio Visual Fusion

F1
Audio Visual Fusion

F2
Audio Visual Fusion

F3
Audio Visual Fusion

F4
  Audio Visual Fusion

G
 Goal Encoder

B3
Encoder

B4
   Encoder

R
Repeat

Sentiment Label

Fig. 1. The architecture of WeaveNet.

3.1 Overview of Network Architecture

The overall architecture is detailed in Fig. 1. A in bold is short for Audio module; V
in bold is short for Visual module; R in bold is short for Repeatable module; F0, F1,
F2, F3, F4 in bold is short for submodule of Fusion between audio and visual; B3, B4
in bold is short for submodule of Broadcast of fusion information between audio and
visual;G in bold is short for module ofGoal output. It is an end-to-end network with the
inputs of raw audios and raw images. The raw audios processed by the moduleAand the
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raw images handled by the module V were woven with each other. Both module A and
V were designed to highlight intra-interactions in audios and images respectively. The
moduleR included four sub modules named F3, F4, B3, B4. Audios handled by module
A and images processed by module V performed an fusion (e.g., add) by sub module
F3 and did a fusion(e.g., dot multiply) by sub module F4. Both sub module F3 and
sub module F4 aimed to capture inter-interactions between audios and images. Then
the output of sub module F3 was processed by the sub module B3, and the output of
sub module F4 was processed by sub module B4. Both sub module B3 and sub module
B4 were also designed to highlight intra-interactions in audios and images respectively.
The procedure in module R was called weave. The process of weaving could iterate n
times according to a specific situation. The module R performed to capture both intra-
interactions and inter-interactions between audios and images. In our experiments, we
only repeated one time. When finished the process of weaving, the results processed by
sub module B3 and the results processed by sub module B4 would make a weave fusion
again. Both module F1 and module F2 also aimed to capture inter-interactions between
audios and images. The output of module F1 and the product of module F2would make
a fusion (e.g., concatenate). The module F0 performed to make a summarize between
audios and images. The results of concatenating fusion would process by module G.
The output of module G was a sentiment score, which was transformed to sentiment
label.

3.2 Formulation and Alignment

Problem Formulation. Given a dataset with data, X = (Xa,Xv), where Xa,Xv

stand for auditory and visual modality inputs, respectively. Usually, a data set is indexed
by videos, which means that if we have N videos, then X = (X0,X1, ...,XN−1),
where Xi = (Xa

i ,Xv
i ), 0 ≤ i < N . The corresponding labels for these N videos are

Y = (Y0, Y1, ..., YN−1), Yi ∈ R [17]. C denotes the number of all the classes (e.g.
sentiment or emotion type) in a data set. In this work, we were tackling to learn a
prediction function h, such that h : X −→ Y .

yi,c denotes an binary indicator, if the class label Y is the correct classification for
observation Xi it is “1”, else it is “0”. Where 0 ≤ c < C.

pi,c denotes the predicted probability that observation Xi is of class c by prediction
function h. The pi,c is as follows:

pi,c =
exph(X

a
i ,X

v
i ;yi,c)

∑C−1
k=0 exph(X

a
k ,X

v
k ;yk,c)

(1)

The cross-entropy was our optimization goal.

Alignment of Audio Clips and Frames. How to align audio clips and frames of a
video? fv denotes the frame rate per second of a video clip. fa denotes the sampling
frequency of an audio clip. ta denotes the length of an audio clip in the time domain.
Na

s denotes the number of slices for an audio clip. sat denotes the stride of a slice in an
audio clip in the continuous domain. wa

t denotes the length of a slice in an audio clip
in a continuous domain. sa denotes the stride of a slice in an audio clip in the discrete
domain. wa denotes the length of a slice in an audio clip in the discrete domain.
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Na
s = � ta − wa

t

sat
� + 1 (2)

When wa
t and sat have the following relation:

wa
t = 2 × sat (3)

Then the Na
s is calculated by the following:

Na
s = � ta

sat
� − 1 (4)

When ta = 1 and fv = 30.0, it satisfy the following equation:

� 1
sat

� − 1 = fv (5)

By solving Eq. (5), sat = 1
31 in second can be derived. wa and sa are calculated by the

following:
wa = �fa × wa

t � (6)

sa = �fa × sat � (7)

The above is a solution for aligning audio clips and frames of a video in time.

3.3 Modules in Details

Module A. Xa
i (t) denotes the i-th raw audio, where 0 ≤ i < N, t ∈ R. Xa

i (n) denotes
the i-th sampled audio. Na

i1 denotes the length of Xa
i (n).

Xa
i (n) = Xa

i (t) × δ(t − n

fa
) (8)

where δ(t) is unit impulse function, 0 ≤ n < Na
i1, n ∈ N. Discrete audio Xa

i (n) was
obtained. Xa

i (:, w
a) denotes the reshaped one of Xa

i . Na
i2 denotes the first dimension

size of Xa
i (:, w

a).

Na
i2 = �Na

i1 − wa

sa
� + 1 (9)

Xa
i (m,wa) = Xa

i [m × sa : m × sa + wa] (10)

where 0 ≤ m < Na
i2,m ∈ N. We segmented the discrete audio by the width of wa

and the stride sa to make sure each segment have overlapped with its neighbors. Then
we flattened all the segments in order and reshaped them to the length of fa. So, every
audio has several segments at the length of fa. Then we padded Xa

i (:, w
a) with zeros

to make sure it’s length is integer times of fa. N b denotes the number of segments of
sampled audio in a second.

Nap
i = Na

i2 − N b × �Na
i2

N b
	 (11)
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Fig. 2. The details of WeaveNet.

Where Nap
i denotes the padding length of Xa

i .

Xap
i = zeros((Nap

i , wa)) (12)

Where Xap
i denotes the padding part of Xa

i .

Xa
i = stack[Xa

i ;X
ap
i ] (13)

Then we reshaped Xa
i to the shape (Na

i3, f
a). Where Na

i3 is compute as follows:

Na
i3 = �Na

i2 + Nap
i

N b
	 (14)
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Then we sampled T times at an identical time interval from 0 to Na
i3. ka denotes the

index of audio segments in an audio clip. Here 0 ≤ ka < Na
i3, k

a ∈ N.

ka = �Na
i3

T
× j	 (15)

where 0 ≤ j < T , j ∈ N. Then we sorted all the ka in ascendant order and put them in
a list named Ka.

Za
i (j, :) = Xa

i (K
a[j], :) (16)

Za
i denotes the embedding of raw audio with the shape of (T, fa), which can conserve

the time information of intra-interactions. We made re-sample techniques to make sure
every audio have T segments at the length of fa. The above procedure for raw audios
named “slice” in this paper. After the slicing procedure, we expanded the last dimension
to make every audio has the shape(T, fa, 1). Then 1-d convolution and 1-d max-pooling
were used twice to make a summarize for raw audios.

Module V. Xv
i (:, :, :) denotes the i-th video clip, where 0 ≤ i < N . Nv

i denotes the
number of frames extracted from the i-th video clip. hv indicates the height of every
face got from a video clip. wv means the width of every face got from a video clip.
To make a balance between computation complexity and the intra-interactions of one
modal, we obtained faces from all the frames in the i-th video applying python package
face recognition1. Succeeding, We re-sized all the images with the shape of (hv, wv).
Then we sampled T times at an identical time interval from 0 to Nv

i with the same
solution as a process of audios. kv denotes the index of frames in a video clip. Here
0 ≤ kv < Nv

i , k
v ∈ N.

kv = �Nv
i

T
× j	 (17)

where 0 ≤ j < T , j ∈ N. Then we sorted all the kv in ascendant order and put them in
a list named Kv, which conserve the time information of intra-interactions.

Zv
i (j, :, :) = Xv

i (K
v[j], :, :) (18)

Zv
i denotes the embedding of raw faces with the shape of (T, hv , wv). We made re-

sample techniques to make sure every video have T segments at the shape of (hv, wv)
maintaining the time information of intra-interactions. Following the slicing process,
We expanded the last dimension to make every video with the shape(T, hv , wv , 1).
Later 2-d convolution, 2-d convolution, and 2-d max-pooling were used twice to make a
summarize for the raw images. Following made a reshape and squeezing transformation
to the output of 2-d convolution.

Module R. The module R included four sub modules named F3, F4, B3, B4. The sub
module F3 and sub module F4 were designed to capture inter-interactions between
audios and images. However, there was a subtle difference between them. The sub
module F3 focused on audio representation with the complementary of images. The
sub module F4 centered on visual representation with the attention of audio. The fusion
strategy in sub module F3 and sub module F4 were choosable. The fusion strategy

1 https://pypi.org/project/face recognition/.

https://pypi.org/project/face_recognition/
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could be tensor fusion, add fusion, dot multiply fusion and so on. The sub module B3
and sub module B4 aimed to capture intra-interactions. The architecture of them could
be identical or distinctive. In our model, weighing the convenience of the repeated of
module R, the architecture of sub module B3 and sub module B4 were sketched to the
same. In the sub module B3 or sub module B4, we first expanded the last dimension of
the input. Then repeated twice of the procedure of 3-d max-pooling after two 3-d con-
volutions. Then the output of the last 3-d max-pooling was reshaped. When completed
the repeated of module R, the output of both sub module B3 and sub module B4 were
squeezed the last dimension respectively after reshaped.

Module F1 and F2. The module F1 and module F2 were designed to capture inter-
interactions between audios and images. There was a subtle difference between them.
The module F1 concentrated on audio representation with the complementary of
images. The module F2 focused on visual representation with the attention of audio.
The fusion strategy in module F1 and module F2 were choosable. The fusion strategy
could be tensor fusion, add fusion, dot multiply fusion and so on. In our model, the
fusion strategy in module F1,F2,F3,F4 are as follows:

zf = λk × tanh((W f (za+ zv))+ bf )+(1−λk)× tanh((W f (za � zv))+ bf ) (19)

where 1 ≤ k ≤ 4, λk ∈ [0, 1] is a parameter corresponding with module Fk respec-
tively.

Module F0. The module F0 was designed to capture inter-interactions between audios
and images. The fusion strategy in this model could be tensor fusion, add fusion, dot
multiply fusion, concatenate fusion and so on.

Module G. The module G aimed to capture the temporal information from the sum-
mary of audio and images. To make an alignment the representation of both audios and
images, we reshaped the input of this module. Then the last dimension of the output
of reshaping transformation was squeezed. After that, two layers of bidirectional Long
short time memory Layer were designed to capture the temporal information. The result
of the procedure by the two bidirectional LSTM was transferred to a Batch Normaliza-
tion and two dense layers. The last layer was a dense layer with a “softmax” activation
function, which acted to transform a sentiment score of more than two class to sentiment
label.

4 Experiments

4.1 Experimental Setup

Datasets. To examine the effectiveness of the proposed model, we designed various
experiments to evaluate the performance of WeaveNet. We had chosen two domains:
sentiment analysis and emotion recognition. The first two datasets were sentiment anal-
ysis. The final one was emotion recognition. All benchmarks involved two modals with
raw audios and raw images.
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MOSI.Multi-modal Opinion level Sentiment Intensity [32]. It is an opinion-level anno-
tated corpus of sentiment and subjectivity analysis in online videos, which including
2199 segments. Sentiment intensity is assigned from strongly negative to strongly pos-
itive with a linear range from minus 3 to plus 3. For every video clip, the annotators
possed seven choices: strongly positive, positive, weakly positive, neutral, weakly neg-
ative, negative, strongly negative. We transformed them into 3, 5, 7 labels with identical
distribution, and conducted 3-class, 5-class, and 7-class sentiment classification using
MOSI video clips.

MOUD. Multimodal Opinion Utterances Dataset [16]. The MOUD dataset contains
498 video clips. Every video clip was labeled to be either positive, negative or neutral.
However, there are 20 video clips in MOUD, which has an extraordinary name. We
failed to extract frames from these video clips. We dropped these video clips in our
experiments. In MOUD experiment, we conducted binary sentiment classification using
478 video clips.

IEMOCAP. Interactive Emotional dyadicMotion Capture database [1]. It was collected
by the Speech Analysis and Interpretation Laboratory at the University of Southern
California. The database recorded from ten actors in dyadic sessions with markers on
the face, head, and hands. The actors performed selected emotional scripts and also
improvised hypothetical scenarios designed to elicit specific types of emotions. The
dataset had 7532 video clips. Every video clip was annotated for the presence of 10
emotions (anger, disgust, excited, fear, frustration, happiness, neutral state, sadness,
surprise, and others). We dropped the clips annotated as “others”. We conducted binary
(anger, happiness, neutral state) sentiment classification using IEMOCAP video clips.
We got frames from video clips of MOUD and IEMOCAP and then extracted faces
from frames using face recognition python package.

Evaluation Criteria. Different datasets in our experiments have different labels. For
binary classification and multiclass classification, we reported accuracy AC , where C is
the number of all the classes in a dataset. Higher values denote better performance.

Implementation Details. T denotes video time-steps. The time-steps T in our exper-
iments was set to 32. Every raw audio was sampled at the sample rate of 16K Hz.
fa = 16000. sa = 1

31 . N b = 5. Every face was re-sized with hv(height) = 128,
wv(width) = 128. We randomly select 8:1:1 for training, validation, and test set for all
three datasets. One NVIDIA Tesla K80 GPU was used for training and testing. Our
model was trained using Adam with an initial learning rate at 1e-3 and with an orig-
inal epoch at 44. We combined drop out with early stopping to get our model rid of
overfitting. The parameters of module F1,F2,F3,F4 are λ1 = 0.9, λ2 = 0.1, λ3 = 0.9,
λ4 = 0.1 respectively. The fusion tactics of module F0 in our experiments was concate-
nation fusion. The details were in Fig. 2.

4.2 Performance Comparison with State-of-the-art

Baseline Models. We compared the performance of WeaveNet with current state-of-
the-art models for audiovisual sentiment analysis. Due to space constraints, each base-
line name denoted by a symbol(in parenthesis) which used in Table 1 to refer to specific
baseline results.
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EndToEnd1(�). This was an end-to-end model that applied a convolutional neural
network to get an affectionate representation of the acoustic modality, which employed
a deep residual network to get an emotional description of the visual modality. This
model did a regression for both arousal and valence of emotion using the RECOLA
database of the AVEC 2016 research challenge on emotion recognition [25].

EndToEnd2(�). This was an end-to-end audiovisual deep residual network for multi-
modal apparent personality trait recognition. This model was evaluated on the dataset
that was released as part of the ChaLearn First Impressions Challenge. The network
was trained end-to-end for predicting the five personality traits of people from their
videos. It made five continuous prediction values corresponding to each trait for the
video clip [6]. The type of the model used in above two papers(�, �) was a regression
rather than classification. We modified the activation function of the output layer of the
model in those papers to “softmax” and remained all the same as the original models.
To make a comparison with the proposed model, we built the model of those papers and
tested them on MOSI, MOUD, and IEMOCAP.

Quantitative Evaluation. We performed comparisons of the proposed model and two
state-of-the-art methods in audiovisual sentiment analysis on three datasets. The com-
parison results in Table 1 illustrated that our model consistently outperformed others,
which demonstrate the effectiveness of our proposed model.

Table 1. Results were for sentiment analysis on both MOSI and MOUD, emotion recognition
on IEMOCAP. SOTA1 refer to the previous best state of the art. Best results were highlighted in
bold. �SOTA showed the change in performance over SOTA1. Improvements were highlighted
in green. Those to be improved were highlighted in red. The WeaveNet slightly outperformed
some of SOTA.

Model MOSI MOUD IEMOCAP

Accuracy(%) Accuracy(%) Accuracy(%)

A7 A5 A3 A2 A2

ang.a hap.b neu.c

[25] 17.73 30.91 55.91 59.09 85.53 92.77 77.87

[25] 22.73 34.55 51.36 63.64 84.82 90.21 76.60

WeaveNet 25.00 36.36 55.92 68.18 87.66 92.78 77.88

�SOTA ↑ 2.27 ↑ 1.81 ↑ 0.01 ↑ 4.54 ↑ 2.13 ↑ 0.01 ↑ 0.01
aDenotes anger. bDenotes happiness. cDenotes neutral state.

4.3 Analysis of the Proposed Approach

The most significant factor of the proposed model outperformance than baseline models
is that the proposed model fusion between audios and images stage by stage. Apprehend
all the detailed characterization of the sentiment in a video is an unrealistic idea since
the computation cost is so high that the result is unachievable. Coarser much detailed
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information gravely makes the fine classification impossible. We dropped some infor-
mation subtly after the fusion step by step, which makes the ability to capture the senti-
ment improved very much. The second critical factors are the time alignment between
audios and images. We aligned the keyframe of both audio and images from the entire
video clip rather than by time, which has a summarize function. The high accuracy of
keyframe alignment between audio clips and video clips performs a sparse represen-
tation with a low computational cost, which made the proposed model possess a high
ability to capture the inter-interactions. The convolution layer located before the bidirec-
tional LSTM at the head of the whole network in our model is a powerful way to reduce
computation cost. Convolution operation holds a very high-level share of parameters.
It does well at taking the characteristic of sentiment in both audios and images. At the
same time, the parameters of convolution are relatively less than other networks such
as RNN with the same ability in representation. However, both the audios and images
are a sequence. So in our model, we captured the intra-interactions stage by stage with
convolution operation. After summarizing, the data volume of the representation for
sentiment decreased. We sent the representation to the bidirectional LSTM to capture
the intra-interactions. The order of the convolution layer and bidirectional LSTM is
reasonable.

5 Conclusion

In this paper, we proposed an effective model named WeaveNet for audiovisual sen-
timent analysis. Our model was designed to capture both intra-interactions and inter-
interactions stage by stage through the whole audio clips and video clips. Intra-
interactions modeled by convolution operations in the first few steps and by bidirec-
tional LSTM in the final stage. Inter-interactions were identified at each stage using
multistage fusion. Our model concentrated on the delicate design of the neural net-
work rather than handcrafted features. The inputs of the network in our model were raw
audios and natural images. Besides, audio clips and frames of a video were aligned by
keyframe rather than by time in time order. We performed extensive comparisons on
three publicly available datasets for both sentiment analysis and emotion recognition.
WeaveNet achieved state-of-the-art results in three publicly available datasets.
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