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ABSTRACT Iteratively reweighted multivariate alteration detection algorithm has the phenomena of broken
patches, much noise, and small change area that are difficult to detect, and the overall detection rate is low.
In order to solve this problem, this paper proposes a multi-spectral image change detection algorithm based
on band selection and single-band iterative weighting. Because the change information of the multi-spectral
image is concentrated in some bands, the background and noise information of the rest bands are more, which
may have a negative effect on the final result. Therefore, the band with more change information is selected
first, and the iterative weighting of a single band can better suppress the noise and background information,
so as to obtain a higher band correlation and facilitate the extraction of change information. This method
is used to obtain the characteristic difference graph of the selected band with more change information.
After Gaussian denoising of each characteristic difference graph, the Euclidean distance formula is used
to fuse the difference graph of each band into a change intensity graph. Finally, the unsupervised k-means
clustering algorithm is used to perform binary-valued clustering on the fused difference graph to obtain the
change detection results. As a practical application, the superior performance of our proposed method was
demonstrated through a large number of comparative tests.

INDEX TERMS Multi-spectral change detection, IR-MAD, band selection.

I. INTRODUCTION
Remote sensing image change detection technology has been
applied in many fields, such as environmental monitoring [1],
urban research [2], land use [3], [4], sand cover monitor-
ing [5], forest monitoring [6], [7], agricultural investiga-
tion [8], disaster assessment [9] and so on. The change
detection of remote sensing images is based on the multiple
remote sensing images acquired at different time points in
the same region to extract the feature and process of the
change of ground objects [10]. There are different struc-
tures and compositions of ground objects that make differ-
ent ground objects have different spectral features, that is,
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the reflection spectrum curves of different ground objects
are different. If the reflectance spectra of different objects
are similar in some bands, the reflectance spectra of these
objects in other bands will greatly differ. Single-band remote
sensing image change detection can identify the object in
a band, but cannot extract the features in other wavelength
change information. Furthermore, the multi-spectral remote
sensing images of multiple wavelengths can reflect the char-
acteristics of features under different wave bands, and make
good use of spectrum correlation. Moreover, the difference
can be more realistic, as well as the change in reaction
features [11].

Due to the use of multi-spectral images for change detec-
tion, abundant spectral information can improve the credi-
bility of identifying multiple types of changes. Hence, some
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targets that cannot be detected in a single band can more
likely to be detected in multiple bands, and this would be
more conducive to understanding the change information
of ground objects. The most critical part of change detec-
tion is change information discovery, and most studies have
ventured around this issue [12]. In order to solve the defi-
ciency of single-band change detection methods, such as the
image ratio method [13], change vector analysis (CVA) [14],
and principal component analysis (PCA) [15], in multi-band
remote sensing image change detection (suppressing noise,
improving detection accuracy, etc.), Bai et al. [16] took the
lead in proposing the concept and method of multivariate
job-detection (MAD). The MAD algorithm is based on the
Canonical Correlation Analysis (CCA) [17]. Liao et al. [18]
applied this method to the multi-temporal and multi-band
remote sensing image change detection, and the experimen-
tal results revealed the obvious advantages and application
potential of this method. However, the algorithm could still
not fully improve the deficiency of noise suppression and
accuracy improvement in the present multivariate remote
sensing image processing. Based on the MADmethod, Canty
and Nielsen [19] also proposed the iterative weighted mul-
tivariate tissue detection (iteratively reweighted-MAD, IR-
MAD). A subsequent literature [20] has proven that nuclear
principal component analysis and nuclear MAF (the largest
correlative factor) can further enhance the IR-MAD results
after the implementation of IR-MAD. In [21], the application
of IR- MAD on image fragments, rather than on pixels, was
demonstrated. In another study [22], the IR-MAD method
was proposed to eliminate strong changes to improve these
results. By eliminating strong changes with a mask, the algo-
rithm could better identify the background without changes.
Although the iteration time and detection accuracy were
improved, these still could not make full use of the variation
information of each band.

The IR-MAD algorithm has been considered as the most
advanced change detection algorithm of a multiphase satellite
due to its excellent change in detection accuracy and varying
stability. By chi-square distribution probability, the method to
simulate the probability of each pixel did not induce change
to calculate the weight. In the next iteration, the calculation
of the mean and variance were considering weight. Through
this, the unchanging pixels were given higher weights. Fur-
thermore, with the use of the weights of the size of the dif-
ference between changed and unchanged pixels, the iterative
convergence was able to obtain more accurate change detec-
tion results. Another theoretical explanation for IR-MADwas
proposed in [23]: multivariate change detection is the feature
that seeks the strongest image correlation. This algorithm
makes full use of the band with a strong correlation, while
the band with a weaker correlation is given a lower weight,
which contributes less to the calculation of variation strength.
Therefore, the IR-MAD algorithm fails to make full use of
the variation characteristics of each wave band, resulting in
the incomplete detection of the variation areas of details.
Therefore, the algorithm has broken patches, much noise, and

small change areas that are difficult to detect, and the overall
detection rate is low [24].

Through the study of the above problems, a new
improved IR-MAD method was proposed for the detection
of multi-spectral image changes. This algorithm selects the
bands with strong correlation by calculating the correlation
of each band. After a lot of experiments and comprehen-
sive consideration of detection accuracy and time complex-
ity, this paper selects three bands for change detection. The
selected bands are sequentially subjected to single-band iter-
ative weighting, and different weights are set for the images
of the respective bands, which better improves the corre-
lation between the pairs of the multi-spectral images. This
method is used to obtain the characteristic difference graph of
each wave band with more change information. Because the
noise of multi-spectral image is mainly additive noise (such
as Gaussian noise, Poisson noise, etc.), Gaussian denoising
algorithm is selected in this paper for simple denoising of
each feature difference graph. After Gaussian denoising of
each characteristic difference graph, the Euclidean distance
formula is used to fuse the difference graph of eachwave band
into a change intensity graph. Finally, unsupervised k-means
clustering [25] was carried out to obtain the change detection
results. Landsat image data set was used for experiments, and
the processing results proved the superiority of the proposed
method. Meanwhile, the detection results of MAD, IR-MAD
and the later published IR-MAD algorithm using mask to
eliminate strong changes were compared, and the results
showed that the proposed method had higher detection accu-
racy of changes. Finally, the proposed method was discussed
in terms of time complexity and universality.

II. THEORETICAL ANALYSIS
A. BAND SELECTION
Since the variation information is concentrated in some bands
for multi-spectral images, while the background and noise
information of other bands are more, which may have neg-
ative effects on the final result. Selecting a certain number
of wavebands that contain a lot of change information and
conducting change detection is conducive to the accurate
extraction of change information and the reduction of time
complexity.

The IR-MAD algorithm outputs characteristic bands in the
order of correlation coefficients from small to large. Fig. 1
(a) is the RGB image synthesized by the first three charac-
teristic bands. Fig. 1(b) is a composite RGB image of the
last three characteristic bands. Through observation can find,
row in front of the characteristic difference value of the band
with small correlation coefficient contains more noise and
background information. Row in the back of the band with
large correlation coefficient contains more change informa-
tion, noise is also less. It can be find that the band having a
greater value of the characteristic correlation ρ contains more
variation information. Therefore, the characteristic canonical
correlation between remote sensing image wavebands can
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FIGURE 1. Color synthesis map of the first three characteristic bands of
the IR-MAD algorithm;(b) Color synthesis map of the last three
characteristic bands of the IR-MAD algorithm.

be calculated to obtain the wavebands with more changing
information for band selection. The calculation of ρ is as
follows:

Suppose that for the same scene, twomulti-spectral images
F and G of k-bands are obtained at two different times.
We can express the observation results in different bands
of multi-spectral images as random vectors F1,F2,F3 . . .FK
and G1,G2,G3, . . .GK . Let a and b represent the projection
vectors of F and G, respectively. The projection vectors of F
and G are expressed as U and V respectively:

U = aTF = a1F1 + a2F2 + . . .+ aKFK (1)

V = bTG = b1G1 + b2G2 + . . .+ bKGK (2)

The characteristic correlation coefficient ρ can be expressed
as:

ρ = Corr
(
aTF, bTG

)
=

Corr
(
aTF, bTG

)√
Var(aTF)Var(bTG)

(3)

The variance and covariance of U and V can be calculated as:

Var (U) = aT
∑

FF
a (4)

Var (V ) = bT
∑

GG
b (5)

Corr (U ,V ) = aT
∑

FG
b (6)

where
∑

FF is the covariance matrix of the first graph,
∑

GG
is the covariance matrix of the second graph,

∑
FG and

∑
GF

is the covariance matrix between two images. The constraint
condition is: Var

(
aTF

)
= 1,Var

(
bTG

)
= 1. The projection

vectors a and the characteristic correlation ρ can be found
through Eq. (7)∑−1

FF

∑
FG

∑−1

GG

∑
GF

a = ρ2a (7)

Is equivalent to obtain the eigenvalues and correspond-
ing eigenvectors of

∑
−1
FF
∑

FG
∑
−1
GG
∑

GF , respectively cor-
responding to ρ2 and a, then the characteristic correlation
coefficient ρ can be obtained. By arranging the character-
istic canonical correlation coefficients between the bands of
remote sensing images obtained by calculation from large to

FIGURE 2. (a) The relationship between the number of selected bands
and KAPPA values; (b) The relationship between the number of bands
selected and the time complexity.

small, the order of change information from more to less can
be obtained.

In this paper, 5 sets of multi-spectral data sets are used,
which includes a set of Taizhou ETM+ data with the size
of 400 × 400 and 4 sets of Changji landsat5-Tm data
sets were made by manually adding change areas with a
size of 500 × 500 (The specific method of adding the
change area is as shown in the data I). And the number of
1-m(m = 1, 2, 3, 4, 5, 6) bands after sorting is taken to carry
out the experiment with the same number of 10 iterations.
Take the mean value of the results of 5 groups of data, and
make the relationship diagram between the selected num-
ber of bands and the KAPPA value and time complexity,
as shown in Fig. 2 (a) and (b). According to (a) in Fig. 2,
KAPPA value is the highest when the number of selected
bands is 3, and then decreases slightly with the increase of
the number of selected bands; According to (b) in Fig. 2,
the time complexity increases with the increase of the number
of bands selected. From 3 bands to 4 bands, the slope is
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the largest and the time increase is the largest. Therefore,
after comprehensive consideration of detection accuracy and
time complexity, this paper selects three bands for change
detection.

B. SINGLE BAND ITERATIVE WEIGHTING ALGORITHM
The idea of single-band iterative weighting is as follows:
First, the single-band image is extracted from the multi-
spectral image. Second, the image is individually weighted by
iteration for each band to obtain a projection vector that max-
imizes the correlation coefficient of each band image. Then,
the optimalMADvariable of the band is obtained. In this way,
the obtained MAD variables have the most abundant change
information in each band. Third, the final change intensity
map is generated after the fusion of the change intensity. The
specific implementation method is as follows:

First, extract a single band image in themultispectral image
F1,F2,. . .FK , and a single band image in the multispectral
G1,G1, . . .GK .

Second, a projection vector that maximizes the correlation
coefficient of each band image is found. Let the vector of
the Pth band image be optimally projected as UP and VP,
as shown in Eq. (8) and (9):

UP = aTPFP (8)

VP = bTPGP P = 1 . . .K (9)

where P is the corresponding number of bands, and aP and bP
represent the projection vectors of the F andG p-band images,
respectively. The projection vectors aP and bP can be found
through Eq. (10) and (11):∑

FPGP

∑−1

GPGP

∑
GPFP

aP = ρ2
∑

FPFP
aP (10)∑

GPFP

∑−1

FPFP

∑
FPGP

bP = ρ2
∑

GPGP
bP (11)

where ρ = Corr(aTPFP, b
T
PGP) represents the correlation

of two eigenvectors.
∑

FPFP is the covariance matrix of the
P-band image of the multi-spectral image F.

∑
GPGP is the

covariance matrix of the P-band image of the multi-spectral
image

∑
FPGP and

∑
GPFP is the cross-covariance matrix

between two P-band images. The MAD variable MP gener-
ated by a single band is expressed, as shown in Eq. (12):

MP = UP − VP = aTPFP − b
T
PGP (12)

The MAD feature satisfies the properties of the Gaussian
distribution. Hence, the chi-square distance of the difference
image can be calculated, which satisfies the chi-square distri-
bution with a degree of freedom n, as shown in Eq. (13):

Tij =

(
MP
ij

σP

)2

∈ x2(n) (13)

where σP is the variance of the P-th band, and the weight
is calculated by the probability density quantile of the chi-
square distribution:

ωij = P
(
Tij > t

)
= P

(
x2 (n) > Tij

)
(14)

FIGURE 3. Color synthesis map of the single-band iterative weighting
algorithm: (a) shows the RGB image synthesized by band 3, band 4 and
band 5; (b) shows the RGB image synthesized by band 6, band 2 and
band 1.

In the next iteration of the corresponding p-band image,
the calculation of the mean and variance takes into account
the effect of the weight. That is, the image of each band
uses the respective correlation coefficients to find the pro-
jection vector and weight in the iterative calculation pro-
cess. As shown in the Eq. (12), the variation intensity
matrix is calculated. After iterative convergence, the opti-
mal MAD variable of P-band can be obtained. The best
difference image MP of each band can be obtained through
this algorithm. After Gaussian filtering and denoising,
the obtained difference matrix is adjusted into the column
vector and written by band in matrix M as shown in the
Eq. (15):

M = (M1,M2, . . .MK ) (15)

MAD =

√∑P

K=1
(M ·M ) (16)

Third, the Euclidean distance (such as Eq. (16)) is used to
convert the difference matrix into the change intensity matrix
MAD, and the intensity of the change of the pixels in each
band is unified.

Fig. 3 (a) is the RGB image synthesized by band3,
band4 and band5. Fig. 3 (b) is the RGB image synthesized by
band6, band2 and band1 (the same band used in Fig. 1). Fig-
ure 4 is the phase relationship values of each band obtained
after 10 iterations of IR-MAD algorithm and single-band
iterative weighting method respectively adopted in data II.
Comparing (a) in Fig. 1 with (a) in Fig. 3, it can be seen
that the color composite map in which the original change
information is blurred becomes clear. The single-band itera-
tive weighting method significantly enhances the correlation
of the weakly correlated band 3, band 4, and band 5. The
histogram in Fig. 4 is also a good proof of this. There-
fore, the single-band iterative weighting method can well
enhance the correlation coefficient of each band and realize
the minimization of the radiation differences contained in the
unchanged pixel, so as to minimize the radiation difference in
the difference values and highlight the real changing ground
objects.
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FIGURE 4. IR-MAD algorithm and the algorithm in this paper after the
processing of each band correlation value.

C. ALGORITHM IMPLEMENTATION STEPS AND FLOW
CHART
The algorithm in the present study comprises of five steps:

Step1. The original multi-spectral image was calibrated
by ENVI software, and the single-band image was
separated;

Step2. The Eq. (7) is used to calculate the characteris-
tic correlation between band pairs, and the first
three bands with strong correlation are selected for
change detection;

Step3. For the selected wave band, the optimal projec-
tion vector maximized by relation number was
obtained by iterative weighting of single wave
band. The weight was calculated by Eq. (14), and
the optimal projection vector was calculated by Eq.
(10-11). The differential images of each band were
obtained by using Eq. (12), and gaussian denoising
was performed;

Step4. The Eq. (15) is used to write the filtered differ-
ence image of each band into a matrix, and the
Euclidean distance Eq. (16) converts the difference
matrix into a change intensity matrix with the same
change intensity;

Step5. K-means is used for binary clustering analysis to
obtain the change detection results.

The flow chart is shown in Fig. 5:

III. EXPERIMENTAL RESULTS
In order to verify the superiority of the proposed algorithm,
three different landsat datasets were selected for the experi-
ments. The detection results obtained by different algorithms
were compared from subjective and objective indicators.
The objective indicators included the false negative (FN),
false positive (FP), overall error (OE), percentage correct
classification (PCC) [26], and Kappa coefficient (KC) [27],
time complexity. FN indicates the number of pixels that are
originally detected as a change class, and is detected as a
change class, which is called a missed check number; FP

FIGURE 5. The algorithm flow chart.

indicates the number of pixels that are originally detected
as a change class, which is an unchanging class, and is
called a misdetection number; OE represents the sum of the
number of false alarms and missed detections; PCC indicates
the proportion of correctly classified samples to the total
number of samples. The closer the PCC is to 1, the better
the change detection performance. KC is a more accurate
measurement of classification accuracy. The value of the
parameter is usually used to measure the similarity between
the change result graph and reference image. The ideal value
is 1, which means that the test result is completely consistent
with the reference image [28]. Time complexity refers to the
time used for algorithm implementation. In order to reduce
the experimental error, the time complexity calculated in this
paper takes the average of the results of 10 runs.

A. EXPERIMENTAL DATE I
Data I was conducted with artificial simulated data. The
remote sensing image of phase 1 was taken by landsat5-
TM [29] in 2011, and it is a multi-spectral image of changji
region in xinjiang; The remote sensing image of phase
2 is simulated by manually adding changing regions to the
multi-spectral remote sensing image of phase 1.The specific
adding method is as follows: A region of A of a certain size
is captured from the Band 1 image, and A is replaced by
region B, which contains different ground object information
(A is the same size as B and contains different ground object
information) to simulate the changing region. This method
is used to obtain the Band 1 images of time phase two, and
process the remaining bands equally (the positions of the
intercepting and replacement regions are completely consis-
tent with Band 1). In this way, the single-band processing can
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FIGURE 6. (a) Pseudo-color composite image of the multispectral data.
(b) Pseudo-color composite image of (a) the multispectral data change
simulation. (c) The reference change image.

guarantee the consistency of ground features of each band.
Then, the simulated time-phase two multispectral images can
be obtained. The obtained multi-temporal landsat multispec-
tral image has many advantages. (1) It is not affected by
clouds, weather, etc.. Hence, registration is not required. (2)
Since the pixel values are completely consistent, except for
the change area, the detection is almost free from noise. (3) As
the change area is manually added, it is convenient to make
the change reference graph for the objective analysis of the
test results. Therefore, the simulation of multispectral image
change in this manner can be used to detect the advantages
and disadvantages of the algorithm. Fig. 6 (a) shows the
pseudo-color composite image of the multi-spectral data in
the Changji area of Xinjiang in 2011, and the images are
250×250 pixels. Fig. 6 (b) shows the pseudo color composite
image after manually adding the change area to Fig. 6 (a). The
change reference map is presented in Fig. 6 (c).

The data set was used to carry out the change detection
experiment, and was compared with the MAD algorithm,
IR-MAD algorithm, and the mask removal strong change
method. At the same time, in order to verify the advantages
of band selection, the proposed method was compared with
the K-means clustering and Fuzzy C-means (FCM) clus-
tering using the single-band iterative algorithm in the case
of no band selection. The experimental results are shown
in Fig. 7:

It can be seen from the observation in Fig. 7 that the pro-
posed method has obvious advantages over the MAD algo-
rithm, the IR-MAD algorithm and the masking elimination
method, there is less noise in the detection results, and the
detected change area is more complete. The two comparison
algorithms of the single-band iterative weighting algorithm
are similar to the detection results of the proposed method.
By observing the objective evaluation index Table 1, it can be
seen that the total number of missed detection FN and false
alarm FP after band selection is lower, and the accuracy of
PCC and KAPPA values are also improved, indicating that
the detection accuracy can be improved after band selection.
In terms of time complexity, the MAD algorithm does not
need iteration and has the lowest time complexity. But in
terms of accuracy PCC and KAPPA values, MAD algorithm
has low detection accuracy. The proposed method has low
time complexity and the highest accuracy, so it has better
change detection ability.

FIGURE 7. Change detection image obtained for the Changji simulated
data set: (a) MAD; (b) IR-MAD; (c) masking to eliminate strong changes;
(d) Single-band iterative algorithm and K-means clustering were used in
the case of no band selection;(e) Single-band iterative algorithm and FCM
clustering were used in the case of no band selection;(f) Proposed
method.

TABLE 1. The multi-spectral image change detection results evaluated by
different algorithms.

FIGURE 8. Taizhou ETM+ data pseudo-color composite image:
(a) 2000 and (b) 2003; (c) Test sample of the Taizhou image. The
background samples were black, the unchanged samples were gray, and
the change samples were white.

B. EXPERIMENTAL DATE II
Data II was the real multispectral remote sensing data of
Taizhou city. The data sets was acquired on March 17, 2000
and February 6, 2003, respectively. The shooting area was
located in Taizhou City, Jiangsu Province, China. The image
size was 400×400, including six band pixels. The two remote
sensing images shown in Fig. 8 (a) and Fig. 8 (b) comprised
of Band 4 (red band), Band3 (green band), and Band 2 (blue
band) pseudo color synthesis. The change reference map is
presented in Fig. 8 (c).

By observing the change detection results in Fig.9, it can
be seen the detection result of MAD algorithm is the worst.
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FIGURE 9. Change detection image obtained for the Changji simulated
data set: (a) MAD; (b) IR-MAD; (c) masking to eliminate strong changes;
(d) Single-band iterative algorithm and K-means clustering were used in
the case of no band selection;(e) Single-band iterative algorithm and FCM
clustering were used in the case of no band selection;(f) Proposed
method.

TABLE 2. The multi-spectral image change detection results evaluated by
different algorithms.

The detection results of IR-MAD and masking elimination
method are improved, but the noise is more, and the change
region is still not well distinguished. The two comparison
algorithms of single-band iterative weighting algorithm and
the proposedmethod have better detection results. By observ-
ing the objective evaluation indexes in Table 2, the total error
number OE of MAD algorithm and IR-MAD algorithm is
obviously higher, and the accuracy PCC and KAPPA values
are lower. The detection accuracy of IR-MAD method was
improved after adding mask, but it still could not detect the
details well. In contrast, the single-band iterative weighting
algorithm can detect the detail change information well. After
comparing the threemethods, it can be seen that the total error
number OE will be lower after the band selection, and the
correct rate PCC and KAPPA values are higher, indicating
that the detection accuracy can be improved after the band
selection. In terms of time complexity, MAD algorithm does
not require the lowest iteration time complexity, but in terms
of accuracy PCC andKAPPAvalues,MADalgorithm has low
detection accuracy. This algorithm has low time complexity
and the highest accuracy, so it has better change detection
ability.

C. EXPERIMENTAL DATE III
Data III taken in changji region of xinjiang were selected for
the experiment. The time-phase one image is a multispectral

FIGURE 10. Pseudo-color composite image of multi-spectral data in
Changji, Xinjiang: (a) 2011 and (b) 2014; (c) labeled reference area.

FIGURE 11. Change detection image obtained for the Changji simulated
data set: (a) MAD; (b) IR-MAD; (c) masking to eliminate strong changes;
(d) Single-band iterative algorithm and K-means clustering were used in
the case of no band selection;(e) Single-band iterative algorithm and FCM
clustering were used in the case of no band selection;(f) Proposed
method.

image taken by landsat5-tm in 2011. There are seven bands in
total, and six visible and near-infrared bands, except for the
thermal infrared band (TM6), were selected. During phase
2 of the images taken in 2014 by landsat8-OLI [30] multi-
spectral figure, there were a total of 11 bands, which were
chosen corresponding with the cross section (Band 2), green
band (Band 3), red band (Band 4), near infrared band (Band
5), short infrared band 1 (Band 6), and short infrared band 2
(Band 7). Then, the original image was geometrically regis-
tered, and the extract area of 500×500 pixels was used as the
research object. As shown in Fig. 10, (a) presents the standard
false color image synthesized in Band 4 (red band), Band 3
(green band), and Band 2 (blue band) in the multispectral
image taken by landsat5-TM in 2011. In (b), a standard false
color image synthesized in Band 5 (near-infrared), Band 4
(red band), and band 3 (green band) in a multispectral image
taken by landsat8-OLI in 2014 is shown. In order to facilitate
the comparison of the test results, a typical area was selected
for comparison, as shown in Fig. 10 (c), in which the redmark
represents the change area, while the blue mark represents the
unchanged area.

As can be seen from the detection results in Fig. 11,
the MAD algorithm, IR-MAD algorithm and masking strong
change elimination method have poor ability to detect detail
changes, and the detection results have more noise. The
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TABLE 3. The multi-spectral image change detection results evaluated by
different algorithms.

FIGURE 12. Time complexity versus number of iterations.

two comparison algorithms of single-band iterative weighting
algorithm and the proposed method have better detection
results, more accurate detection of detail changes, and less
noise. According to Table 3, band selection can better reduce
the time complexity and improve the efficiency of change
detection. Through the experiments of the above three sets of
data sets, the advantages of the single-band iterative weight-
ing algorithm are verified, and the experiment proves that
the band selection can avoid the influence of the band with
less change information on the change detection result and
reduce the time complexity. Therefore, this algorithm has
better change detection ability.

IV. DISCUSSION
This section discusses our proposed algorithm from two
aspects of time complexity and universality. In terms of time
complexity, 30 groups of real multi-spectral remote sensing
images were selected in this paper to calculate the detection
time of IR-MAD algorithm and the proposed method under
different iteration ltimes, and the histogram was drawn as
shown in Fig. 12. It can be seen from the figure that the
proposed method converges faster. In the case of fewer or
more iterations, it has significant advantages. In other cases,
the time complexity of the IR-MAD algorithm was increased
by about 0.2 seconds. Therefore, in consideration of the same
convergence condition, the proposed method has a lower time
complexity.

From the perspective of universality: in this paper, 30 sets
of landsat5-tm data sets were made by manually adding

TABLE 4. Results of detecting the average change of multi-spectral
remote sensing images.

change areas. The change detection was carried out with
the proposed method, and the comparison was made with
the original MAD algorithm, IR-MAD algorithm and the
proposed IR-MAD algorithm using mask to eliminate strong
change. The mean values of PCC and KAPPA of the 30 data
sets were obtained, and the results were shown in table 4.

As can be seen from Table 4, the average total error detec-
tion number OE of our proposed algorithm is the lowest.
As can be seen from the average value of PCC and KAPPA,
the single-band iterative weighting method is superior to
other algorithms in detection accuracy. Through experiments
on 30 sets of data, the advantages of this algorithm are fully
verified, so the algorithm has good universality.

V. CONCLUSION
In this paper, a new multi-spectral change detection method
based on band selection and single-band iterative weighting
is proposed. Firstly, the bands with more change information
are selected by calculating the characteristic canonical cor-
relation between remote sensing image wavebands. In order
to avoid the influence of the bands with more background
and noise information on the change detection results. Sec-
ondly, the single-band iterative weighting algorithm is used
to obtain the difference map. The original IR-MAD algorithm
is improved to better enhance the correlation coefficient of
each band, which could minimize the radiation difference
contained in the unchanged pixel. so as to highlight the real
changing ground objects in the difference by minimizing the
radiation difference. Finally, the simple k-means clustering
algorithm is used for binary clustering to obtain the detection
results. The performance of the proposedmethod is compared
with three existing methods: MAD, IR-MAD and the mask-
ing elimination method. The results show that the proposed
algorithm can improve the accuracy of change detection and
has good universality. The time required for the algorithm
is related to the number of iterations, the image size, and
the number of pixels in the image change. Considering the
same convergence, the proposed method has lower time
complexity.
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