Measuring Acoustics with Collaborative Multiple Agents
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* Some work [Singh et al., 2021] suggests that storing the original RIR data of the As shown in Table 2, RGBD (vision with RGB images and Depth input) seems to be the best choice.
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* This paper proposes a novel task where two collaborative agents learn to
measure room impulse responses of an environment by moving and
emitting/receiving signals in the environment within a given time budget.
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Each step (one step per second) embodies three steps: 1) robot 0 emits a sound, and robot
1 receives the sound; 2) robot 1 emits the sound, and robot 0 receives the sound; 3) two

The background color indicates sound intensity (""High", Our approach outperforms several other baselines on the environment's

Nearest neighbor Occupancy Curiosity MACMA (Ours) coverage and prediction error.
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Qualitative comparison of RIR prediction (Binaural RIR with channel 0 and channel 1) in spectrogram from Replica (top row) and Matterport3D (bottom row) dataset. Every column is
the result of one model except last one. The last column is the ground truth of RIR.




